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Final Penort

The results oF this research rroject have been described in

the rnarterlv nroqress reports an' mainly in the narer "The

Layers 4 to 7 of an Tnterprocess Communication System -

Implementation Aspects", which was sunplied with the 5tb

quarterly nroqress report. Therefore the Final report con-

sists of 3 parts:

- a brief summary

- 2 papers "An Tnterprocess Communication Service

Apnlied in a nistrihuted Data Rase System"

(submitte to VCI, Miinchen 10/Rl) and "The Trans-

port Service of an Interprocess Communication

System (submittea to 7th Pata Communication

Symposium, Mexico City, 1r/Rl)

- a descrintion of the user's interface

What has been achieved?

Internrocess communicatinn (IPC) has been investinated. The

result i; a system consistincy of 7 layers (as pronosed by

Tqso/-CC97/SCI6), which has been implemented. The layers I - 3

huild the interface to a X.25 packet switching network.

Their function has been snecifie( by CCITT. As some parts

are incompletely and incorrectlv described, solutions have

to be found to obtain a complete interface. New alnorithms

have been clevelonpd in the Transport Layer: end-to-end error

confrol, in the .ession Taver: connection establishment and

release and In the Presentation Laver: intellirent data

Tn the area of nrotocnl verj*ication Petri-Mets, !Toare's CSP

ar1 T ier' s CO SY have I een stu ied.

o, 0 4'
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The 2-year research nroject was the basis for two new

research projects, one suprorted by MRO: "Application Layer

Protocols for Dnnq" and the other supported by PFG: "Process

Interactions in a Digtributed Data Rase Svstem". It was

further the basis for collaboration with the German PIX

research oroup and with WGl of IqO/TC97/SCI6.

Tmplementa tions

All implementations on the PPPll are made under the

operatinn system PSXYI'i V3.1 in PASCAL and Assembler.

Pronrams for the LqIll have been developed on the PDPll

(also in PASCA\L and Assembler). The LSIll runs without

operatinq system.

- Connection "RR40-PDPl/40:

3 TR440 terminals can be simulated on the POP; the soft-

ware is interrupt driven; filetrans1er in both directions

is possible

- Connections PDPll/44-POP1/AO, PnPll-T.SIII, LSIll-LSIll:

own-written Eull-,-dunlex driver b!tsed on a asynchronous

line interface

- Connection PPll-LqIll:

reali.7ation of a hardlware connection with rlire-ct-memorv-

access interfaces

- T.ITII:

- bootstran ioater to load any nroc-rir developed on a PP",I]

- mini orerat rvT :vs!ten to scliedule processer. in Ienendlence

or timer or oF other nroc-;-em,;

- TPC:

6 "r - 3 nro iYnrlemrent-il on ti"r TPIP1 I

te ".1 interl.;ce is alrr ;t- i,-.'l,-m'nt l on tlhe- TT.,1l
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Abstract:

An IPC system ffor a heteroceneous computer network is

described. Tt is pointed out how the system meets thie

reqtirements oF process communication in the Distributed

Data Rase System POIEL. '"he IPC system is related to ISO's

model of Open Systems Interconnection.

Characteristics of the system are: Reliable data trarisnort

based on connections, conversion of data itens an.d dlata

structures, si,.port For realizing cirmplex syst,-Is of. con-

municatinq processes since no asynchronons ,ehaviour of

application turocesses is reduiredl and sinc, Tprocess,' can

wait for certain events.

"'his work hes .en st, por ted hy rPO 2!rint "7r.



1. Introduction

CS is an internrocess communication (TPC) system which is

used in the listributed data base man rvement systpo (OIMIPIS)

POR L. ()ORPT, is an exoerimental DIWS imnlemente,! at the

University of Stuttriart). The services and the behaviour of

CS are lesinned to meet not only the requirements of a

distribute:d data base systelm, but also for other applica-

tions which are based on communicating processes. ')esign

criteria for POREL /see o.q. '1779, P078/, however, had to be

reflected in the design of CS and shall briefly be sum-

marized.

Firstly, the underloyinq comnuter network is heterogeneous.

As a consequence, software had to he implemented on com-

puters of different structure and size. To minimize the

implementation effort of adapting all modules to special

machines, the software has to be portable. An acceptably

portable system was achieved by usina a higih level

programming language (PASCAL) for implementation and leaving

the operatini systems untouched. The still necessary machine

dependent code, (e.q. for special file I/O, for local event

handlina, for accessing communication devices, etc. ) has

been realized by small assembler routines with well defined

interfaces. Only these routines have to be rewritten, if a

new computer type shall he added to the network.

Secon0ly, for eac;y -intlication (f, has one interface only for

local communication (within one conr-)uter system) and for

remote communication (usincT the network).

Thirdly, there are performance and reliability constraints.

As lonq as communiration by means of a netWork is con-

sidlerably slower than within a cornnuter, nrotocols have to

be r.sionvd neeini a riininal number of messanes. Therefore

an error control mchanism was desinned mainly basv(r on

timers (which fdo not botler the notw:,orl) anl which needs no



additional riessanres in the error-free case. If, however, an

error has occurred, there exists a reliable resynchroniza-

tion mechanism. For details see /noeRO/.

Good nerfortnance is also obtained, since users of the CS may

serve many connections in parallel an'1 are not unnecessarily

blocked by the CS. They may qet back control after the local

part of CS has accepted or rejected a reouest. In most

cases, no remote actions are recuired for that decision.

The services of CS support - to a certain degree - the

reliability of communicatinq processes. Application program-

mers can use an "wait for an event"-service to synchronize

processes and to qet restart points in case of errors and

therefore to realize transparent communication structures.

Although CS was desinned before ISO introduced its reference

model for Open Systems Interconnection /15079/, it has a

similar layered structure. Tayering was chosen

- because of its clear separation of different

functions,

- because a certain layer can be described by

abstractine .rom the underlyina layer

- because it is easy to adant a layer to new circum-

stances or to add new functions to a layer.

The advantaqes of lavering are well-known andI are similar to

those of modularity. (A layered system is nodlular, but thie

reverse is not true).

Relation to Previous ",Work

The desiqn of CS was considerably influenced b, the coll a-

boration with PTX. I:X snecified coMputer andI apolication

inc pponlent birher level protocols w,-ich arp suitable for

stan:1ar-liz iti-n /PV7R, Vo7P/.

The notion of service-primitivns ,ais introluco- , d v ncchmann

an- riot in I'7 ° /PTN 7P/. Tt iq essintial For the



un~er.t-an~tinr of tie distributed execution of request% in a

laere tem.

Watson and Fletcher describe in /WF79/ their network

operatinq system which is dataqram- and not connection-

oriented. Their timer basel protocol and th-e comparison with

other protocol meclhanisms gave valuahle impulses for the

desiqn of the reliable end-to-enl protocol of CS.

Structure of this paper

Chanter 2 describes the architecture of CS. In chapter 3 the

requirements of the users of CS (the Application Layer) are

stated and implementation decisions are discussed, which

meet the reauirements. Chanter 4 introduces the Presentation

Layer which is responsible for data conversion. Chapter 5

describes the Session Layer. This is the lowest layer which

is concerned in application requirements. The layers below

are descibed in another paper /BoecO/.



2. The Architecture

Althourib TSO's Model for Open Systems Interconnection still

is in an evolutionary state, it seems useful that com-

munication exnerts accept its suqoested terminology and

laverinr concept and will thus clescribe their own systems in

a uniform way.

The layered homoqeneous architecture of CS is illustrated in

fig. 2.1. There we have 3 application entities (Pl, P2 , P3 )

distributed over 2 sites having local and remote connec-

tions.

To better understand the layering concept, some definitions

given by ISO shall he reneatef here and applied to the

architecture of CS. All functions of CS can be arranuied

(accor-linq to ISO) so that we obtain a hierarchy of six

layers. The user of CS forms the seventh layer, the

Application Layer. The laver below, layer 6, is the

Presentation laver which converts user d1ata, if nece'~;rv.

The transport of. ata is based on associations between

application entities. The purpose of the Session Laver

(laver 5) is to oroanize anO synchronize the dialoiue of

these anplication entiti.es. The Transnort Laver (layer 4)

transfers data in a reliable and cost effective way by usinn

the available communicatinn res:ources. In CS the

Network Interface (layers 3, 2 and 1) is defined hy X.29.

rach layer consists of several entities which realize its
associated Finctions no-sibly Iy cooperatine with other

entities of the same layer (iF the function renuires distri-

but, d actions) an,] hy usinct 47unctions provided by the

urvdr lvi. nr laver.
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rach (I!)-la\,er providles entities in the ("'+l)-laver with

( ?,)-services which can be accesse(d and are tiescribe, by

(W)-service-nrimitives. In a distributed system it may be

necessary that entities of tl.e same layer (("+l)-larer,

saly), have to cooneraLte to execute a certain function. 'his

is done by usine an (N+l)-protocol and by using an (v)-

service, which establishes andl maintains (t7)-connections
between cooperatinq (N+l)-entities for the exchanne of pro-

tocol data-units. If a function can locally be realized

(involvinq I entity only), no protocol and no connection are

necessary.

Note: Communication between adjacent layers is done by means

of sorvice-nrimitives, intralayer communication by nroto-

cols. Only the latter needs to be standardized in an onen

syster, hecause different conputer systems are involver. the

former may he implemented at one's convenience.

Pach entity consists of 3 functional units (cf. fin. ?.2): a

service providino nart at the upper end of the layer, a nro-

tocol part in the mi(dle, and at the lower endI a part which

uses thIe tinderlyinq services.

A (W)-servico-primitive reciuest (from the (Ht+l)-layer) may

caluse that some (N)-nrotocol-:data-units are nenerated. rverv

orotocol-.ata-unit is forware: .1 within an (W-l)-service-

primitive (see cia. 1.2). If no protocol-data-units have to

be cenerated, the (T)-service-ri mitive renuest mav be

ra-rred into one (T-l)-service-primnitive or it is locally

treated by the -entity itself.



3. Apnlicntion Iia"er

Thle Aplication ltyer (layer 7) is the user of CS. 'To

assurnotions are otle hy' CS ahout layer 7-protocol charac-

t~aristics. T.e. tiern may be Iflow-control neclianismus, error

recovery :iechianisms, itonlicatjion entities may workr depadlock

free or not. CS is ind-enendlont of the correct worl-in-7 of

application entities. Mechanisms to dlef-ine reliable systeris

of cornmunicatinl processes shall not he treatedI here. This

is the fielcl of semantics of conciirre!nt prop~rams and. of pro-

tocol veriFication methods.

Nevertheless CS shoull have some properties to facilitate

the desiq~n of reliahle systems of cotiinnjicatinC- processes:

- errorFree, insc'quence andt- quAranteed delivery of

anplication diata (messaries, files),

- notification, iF there are errors which are not

recoverable by CI; (b-reakrdown of sites, or of all comn-

miinication lines to one site),

- facility that anplication entities may synchronize

thiemselves by certain events (e.q. to get reliable

restart points),

- hufferinn o4 requests unt-il the peer applicatio~n

entity wants to receive them.

As we shall see in this chapter, CS 'has these nroperties.

The last property shia]l 1 Further be explainied.

If All annlination reciuests are bufFered, no asynchironous

beha;iovur is renuired I-y tlhe apolication entities. Tn other

wortis, thiey do not havo to receive messarces or other info-r-

mati(,n "at any tirme 6 , h-ut CSq rcl ivers themn when the

andi~ctio.-etitesAre wil linry to accent tbemn. This essen-

tiall.. Siim l Ftuos thie strnf-tuire of anliration-ontition,

sincoe intorrupvt hanilli ncy i-s not nooeded. (I:'roTI operatinol

!sy'; t-!Is it is ooll 1-!-nowin t.',i I intnrrunt s trilcttirfes are ,Ii F-

F ictil t tn anal"7e, ant- to Les beatso it is nea,,rlyv

j 'cc; jb et-) rc'nron'i1 ( i crt .in lioha vicii r.



3.1 Services Penuired from CS

An imnortant desion decision is: do we need connections bet-

ween anolication entities or is it sufficient to offer a

dataaram-service? (A\ dataqrajj is a n iece of user data

tocether with its destination addre!ss). The irain advantane

of datnqrams is that no connections have to he established

prior to data exchancre. The main disadvantaqe is, hovever,

that consecutively sent datacrams are not related with each

other whereas data sent within a connection is time related,

their sequence is maintained.

Fletcher and W.atson /W79/ are advocates of a datarram-

oriented service. They say that the communication structure

of most anolications is merely a request/resronse scheme

with no neel for adrditional communication and therefore all-

the overhead of connection establishment and release is not

justified.

In PORF.L we also have request/renlv structures /RP79/, so a

datanrram-service seems to he anpronriate. P-ut reouests as

well as renlies may consist of one or :iore control messages

and one or more input (output) files which have to Ire kept

in sequence. Therefore, from an aenlication nroqrarimer's

view, v.ho has to deal with recovery and resets, it seems

easier and leads to more transparent structures if com-

munication activities are bracketed bv CONMECT and

PT )CP,': .: and i insequence rielivery is ruarariteed betaeen

these brackets.

.qu-inarizinq the nronertie:s vich we "lave mentionod in the

nreviniis ,ctions, we row can list the r(!iluirerments of the

anplication Iaver (T,7):

- Conn,ction nntabit -hment/rle.i ,0 ,Ct-wefn T7-entiti,-;

- r .r,,ssin,- o, r,7-ontition T,7-crorinrctintns

- Fl ow: rctl . ,i'n>ln s v,.

-I . ..rI I I 1 ~~ I-a - " ri... ........

nrj



- Conversion of L7-data, if L,7-entities have different

reorenentations for dIata structuires

- NIo asynchronous events, i.e-. all qervice-primitives

have to be 4 SP ('-lownwar'ls service-nrinitive, from

1L7 to the undeprlyina lavers) (cf. ch. 5)

-Facility of waiting for certain events

-Tnformration about messaoos ,nd about the state of the

connection.

These services are impleriented by ofFerin-T service-primitives

- for connection hiandlinq: CONNFCT, DISCONIEJfCT,

- for irnessaqe exclbanqe-: T RAMI IT, AJI2AIT,

-for fil.e exchanae: TRANSIITP, AtIAITF,

A complete list of the service primitives and their parane-

ters is qiven in /PioeRO/.

3.2 Adclressini

Naminq aind- aldcressinci is a to~pic mostly treate1 in an ad 'hoc

manner. This especia-11y is true for ristrihuted systprms. A

cioo.2 discuission of the orohiems in this fielq is cniven 1)v

Watson /-laso/. ISO was enqlaqed in this area, too. In its

re Fererice miodel /TS079/ it i,,icin1v clariteje!; herelatef! te-r-

minolo-pv, whichi we wil. nso to dIescribo thie rliflV!. nolic.

withlin CS.

AnriiCation etties uniquiely have to he addressed-, '.jt~in

thp score of the whol)Ie clistribtedo systeir'. Th!is imnplemnen-

tation (f-i.3.l) uses, the procpss-name (1AF)which"' is ra,-

vidlef byV the oreritino s\'stt.- (everv entitv is a t-)r-ocess)

tocetllior aith an id~entiFier of the co1Mmuter svstem (1701)") as

auninue arlrrtess of an anlicatiori-ontity. (,'ore nr'!ci snl'y

P!'NAT. is a inanninf- of- the onera-An s-ste-m's orocess-narle).

i'R nA 'r' aro iarb inp-orientod naview*;



?\ nante convenient For rneonle is the process -tynp-narne(v)

whichi is associated with each anolication-entifty. This name

is chosen by the application rronrariner. Tf an anplication-

entity becomes alive, it q~ets a PNNAMF andI can Ne rectardlec as

an instance of a certain process-tyre. "or the CS~ PTP! is a

special sort o)F a neneric procesr, natie. teore a new

instance oF a process-type is created (i.e. b-fore an anrnli-

cation nrocess is starteti), on~v its PTtl is know~n but not

its PNI1iE, which it only will net from the oneratinn svstr.1.

Asao iaiontt s can flaintain ;nvernl cornnections in

parallel, these connections have to ben distitipoi-sliei. W'e lisp

conne-ction-nnm-bPers (C"70) to iiniritely ifienti fv connect tons

within the scoop or the arpolication-enti ty.

The triple 71OD01 .WTYTF.C~qO forw<s a biorarchic tv-ri. whichl Lni-

quelv iflertifieg a connection in the Oistrihlfut-! svtp-1. The

r,7--ntt-.

endpoint

TA -Pn t i '

TT1... ... nrocenss-tvne-namir-

..... '~OO nr"oss -narle

r-m.............'-rim-ot~Acm- on-sricf-fc(l:-? ft

r~~~~' -s .. )rontn n-sorv Co p



relation to l'zoOs naminql andI adclressinq- scier.e shial 1 now ho

e xpla ined.

In VIO's model. an (N)-entity is attachedt to An___

-service-access-point andI can he addressod hv the(-.)

-addrpss of this service -accoqs-noint. Refer to Firp. 3.1 for

an examplo where the armplicition-entity flP)Inl has 3 conneo-

tions. 'He assirne tliat thie oeetto-evc-ce pit

address is )TOl as, well. qeveral connections within one

service-acces!3-roint are dlistinruisbed by ( !- ) -connecti on-

-endpoint-identifiers which, h'owiever, are an acreement only

between both related entities (of adjacent layers) an-,I are

not part of the address. In our picture these identifiers

are the numbers 1, 2 andl 3.

If an (N)-ontity wants to establish an (N-l)-connection to

anothe (N)-entity it has to 'know). the reTote (Tl-dress

As in rg an anplication-entity ma" address a certain connec-

tion of a remote entity at connection Prstablishiment, the

triple 1170VE.P JVNF.Cr'O is taken as a nresentation-afddres,;

identifyini a presontation-scrvire-access-point.

For the nPPMS POPFIL this nure process (or entity) oriented

naminq rietboc! is not very well suitped. Communication does

not take niace between any r-ntities Nut between those,

worlkinci 'or a certain trnnsact ion. A transaction oriented

ia tal base rn/steln noveds senrvices like

- establi.,hf a connection to that entity which is oE'

tynep TI' anI wortks for transaction T,()

- Senf' viessarto o to all nntities woknrfor transac-

tion 7":o.

In PO~F'T. ther mnenrr ia 71-r~~'! thierefore was vxtend!ed, and may

idlentiFy a nrocern;!- t,,,!o an, w:cl as i transact ion.



4. Presentation laver

In an internrocess corm.imunication system the presentation

layer (1.6) has to manaqe conversion problems which arise

Erom different comnuter systems or different proqramming

lan.uanes. 7elowg L6 data is indenendent of such differences.

The aiplication and the implementation lanquaqe mainly

determine the occuring dlata structures ahich have to be

converted. rxamnles of structures (of increasing complexity)

are

- inteqer, real, decimal, character, boolean, subrange

- array, record, strinq

- sequential file, random file, list

- outnut line of a printer, naqe of a terminal.

To convert data, !6 has to know the structure. It can he

explicitly or implicitly defined.

By explicit definition, L7-entities describe the structure

oF a data-unit before or at transmission (e.g.: '3 integer,

6 character, ... ). Structure descriptions and values of

d]ata-units are separately maintained.

Py iinrlicit lefinition, values and structure descrintions

are mixe.d. A messaoe or file consists of clata-units which

have the folloin- for-:

<(it-nnit*> ::= ety)e',P41nrt*Pvaibwl, --- ,va1Uelnc,).

"4hich one of the 2 metbods is ,m~eo depends on the L7-

entities. If the V need trans:ittel data t'cether with their

structure dIescrirtinn, irmnlicit lefinition is advantaqeous.

I onl', a sniall set of structnrws Oxi sts for al 1 mressagrES

an,! Clies, exrp toit ]ef 'dtinn is morf. e rriiont, esnecia ly

cue t'ite d'scrrj it mi (-an 'he niitt- < Onr Iocal. !a t---

tr-ins er.



/1.1 Services Provided to 17

-Conversion of data of tvre

- inteoer

- real

- character

(other tvnei- w.rl h-e inciiideO in riirther versions of

Ch (S)
N o conversion or~ dat whichi has to he transparenl

transriitteO.I- Facil ity to de4inn the ntruCtUre of- L,7-'ata.

- Facility to reFerence defined structures 'aithi

identiFiers.

- Facility to transmit the structure dlescription to thie

destination L7-entitv.

Other services such as establishment of connections, trans-

mission of data, etc. are passed unchianced to the session

layer.

4. 2 Imp] ementat ion

In PO!RFL thep only strUCtures use(! for coi'Imunication are:

-intener, real, character

-array, recordl, sec-uential file.

Othier strUCtures suchi as hitree, list or cluster lo not

occur ait the communication interf ace but are treated, within

r-Wr'" Inlayrs . Theo homocenvoius s Lructiire of PO''I"T causros

th'at (S is as well. relieverl cro,,n nrohlf-is like conversionl or

acess riohts, aiccess paths, nassaorls, coni-ianzls or Iirec-

tory infor-nation.

If cnvorsion is necessary, TA cnverts data to a standlarl

ronro*sent.i t io a ndthe to thef ronrnsonta tit or tlho rer~nt~o

,1nrn i cation. T)-(- jut rolh m Lion of a L lac ai e htW

h ii n ; ~rom vs torms , in cont'e r!.( *- trt! d d~ .

~s ~ h rIan i (n-I ) convert or- :4Jit iout it.



r'or clescr ihinci clir fofrent laita rorvrf!-,entiationi , incluinfi tlhe

nt,-Andarl, 1!oll.cor an,' flrolhnil, nronosoed in /'l)1i)/ thle me r

clescrintion vectors. An intec(ter e.r,. can rntratl1.y be

droscrie1 by the vortor

r =T (n. o ,,l, c)

n .. total 1.pncit' in h-it%

0 ... of fset

n,, . leneith of tie nibier i~n hits

rn, if no om~plement is ust-I
c 1I if P, l for nooative values

2, if 11

0 s irn n,,

n

Firt. 4.1: (eneral intecoer re;resentatiori

Acm7rfIinq to this -iethor. e.ri. a PT)P-intorier hlas the vector

(IT)pl),., (16, 0, l9, 2).

For CS nenpral voctcors as w.ell ais v ctcirs ol the stanlard

rrenrespntat.on ancl of all svstnins of tlhe network- have !beor

gnlrfinc for intocicr, real, chiaractpr ancl dlecival. -hey irce

sufficient to ror'nost- and d-escribe the otrwr !3tr*wctires,,

(arraiv, rec-rd, file)

vo~-.crivorsiofl rTr(l1Ilc -)F 1ivor r) (Fin. 4.?) (-:.in -- s v

ox t-fr' od or add lit i-nna . s trw ctnr(es- b", ni l 1 in the now;

tr-wns flor.Tat ion mi I ,; )ind the no%., '1 escrintinn vocrtTrs ,



clesqcr ipt ion of inpuit tir

input data strtal out:,)ut rdata strean

trans formation rules

Pin. 4.2: Convorsion modlulp oF: la-er 6

The 'hoiloceneitv of the softvware implies that dlata do not

'have to be convertedI For local. connections (only one

prociranrlinc- laninuacie is ue).Data possibly have to be

converted, however, for connections to d ifferent covinuter

syst5 ms. Therefore the presentation layer is imnplemented as

a function within the transnort layer.

Tjp to now th e TA-protocol is rather sfnl.fnl.y I type or

IA-protocol-data-unit is ne(-(ee, for transmittincl a struc-

ture dlescrintion to the remote, L6-entitv-.



S. essinn INivor

The session liiyer is re-snonsibl-r for establ ishil, rain-

tainjnct and releasinri session connect-ions. It sunports the

trinsfer orT ressacies ianrl of~ Fil1es. Tt corlori3es rio,-. rontrol

an(! error control viechanisris.

It buffers all requests co.,;inn 4fin re,,inte L,7-entities

ratlier than nas-ninq then to local I,7-entities, as

"jndliratjon"-events (as rmentione(I in ch. 3.1). T'his service

shall he furthier exnlainedl. Accorclinq to lRochrnann /PV78/ an

(N)-service-prirnitive consists of 4 events (sen fin. 5.1).

T'he servicre recmestinq entity ( (1,+)-entity, say) issues a

"orequest" by caliincy 413 an-1 nets a "conFirmnation". At thle

remote site, the (N)-entity issues 5Pwith the event

"inlication" an(! nets a "resylonse ' event.

The events "reqluest" and "imlimat ion" presup~o)se th-e abil1itv

of hantllini asvncbronou- events. CS entities have thlis abi-

lity, ",7-enti.ties are not sunposecd to 'have it. Therefore

only "request" and "confirmation" events exist at the L7/CSq

inter race.

rnor(-

entity entit y

~Lsp p

reow. t ind icition

Pin 1 2 vonts oF a snrvicn n-ri'ii t. iv

5.1 -,'i-n C"'nnrctinn pnnO Ple-i",c

N clr'~r~! 1~'.~'Ct'7l~f 2 T l-nnti I-i t-; i!-- J11 ' ?rr,'~

C~nnctinfn*.r tlhero is~ nn f Vr-F-wr v; e 'rh('2!Ct.1T



s~ession I aver inml snal~-'nnnin are mawr(ed I: I t-,

SOSSlon connections.

A session-connertion i-s therefore irlvntjlie1 just as a

flre!3ont.at ion-(-ornntion by.) the 2 zvlresses:

Wit'hif a conflertLof rteunest bothi a'b'~;e ave to be sne-

cifiedI. L9S stores all requests andl esta !)-lihes a, conniection

if two0 L7 -enti-i. es have isudC esswt iatohin-

To in lica tion anI no re; (os vents arc moe

This methor! reenires an exte-nsion oF thie rvc-iite

concent. 7wo tynes of con f rma tion-evenits are neededI (fin.

5.I).Cr)m1 FIPIA IOrT, indlicates, that the rec-(LIlest h1as b-een

processedl by the session laver (accented, or rejcteo).

CO~T P~~TIOT~i n-l icateg that a connict ion 1has bePen

establishned. Fiquire 5.2 showos twvo cooneratinri session-

entities (1.,91 andI L5,)) Iancllinii CO'.MEC',,"-servic-rititives,.

T-5 SUPPorts rypneric narles, rle.rOOF, P AN TF, CNTO and! PTN may

gener ically ho: specified9 havion thie m'eanini "an NOII'", "any

P!IJA717", etc. Another sort or rceneric naines is ?P"' itselc. Tt

is a nneric- nane for P~T~(cf. oh. 3.2).

Analoqious to the estab-lishment, a connection is releasedl not

before- both ,7-entitie-s hiave issuedI reloase-r.?ciuests (see

fin-. r).3). This as vwell, is realized byv 2 tynes orf conFir-

rnation eet.Thne release is "sot 1 , i.e. if one T.7-ntity

issur-s a reloasp-renuest, the remote, T3-enti1-iv !nayi furthler

receive,,- messacyps ant, Files~ uintil- itsol f :1a1 :es a releoase-

('0 'C'' an3F~T~C)'!71'aro irn 1erenA so th~at thie

ape in .(- ii,-i(,t,(,i tv liw! ;(, t-- ,2  contro)l a ftter theo

T' i rnnecot en can not be 'iirt.h e r ri.ii nt.ii. n-c by% tw j0

I ;vo,r ~ , .(I* .-. **i of r~ r'w r.~ ,rrf'r- or It;,~ ' i



r~vy-ot rlolt 1);i:-, cr (p1, *:lp p - rp' cif a crlnrwcti Im

c I, ono fl>', i r -- : t:.4 tf f -I~ t''r'ri": F ;ire ric "in. 4ic-a tio

e v~yt~ ,T. -er'~ ki '; ~'~: nn ric an "rr mr ttonot '.,efort?

(>ilrot~r o a~;r~cr~oiL91ve

nest-

Fmn~ ~ ~ ~ 1: irN'rdw4c

Pic!o. 5.2: 1lxtend-ed evomtsF %or onnection tais'on

r 

rp

r o (I i (

cnir --wo'~en (,.,7. an rrioritv ls2o '1I.'T.(



seci i inct, .i n,! tllo i r r I ;i n t ~t he ro r! t r, 1 1 ta- uin its nr

tstore~l tint i I t 'I T 7 -'t i t tv \ :it t o L roclive rvw.

A-; 17-entitins are not sunposwd to Ihavn flo.-)- control. '-techa-

nisms, the T.S-entities have to) nrotect the1irselves aoainst

lata overFlow.

-he layer 5 flow control consists or 2 components:

-ia L7/1,; interface Flow control ancl

-a Li-intralayer flow control protocol.

I-F th-ere are too many rmessaqes (filps) at the reTmote site or

in transit, the initerface flow control causes that furthier

transmit re iuests are relecte 1. Tn otlier -words a L7-entit"

is soelto iSSueC further transmit renu~ests i.F its reer(-

1L7-pntitv i-s too slow in receivinri Iati-units or even bas

stonped to receive in,.

A L5 flow control protocol is necessary because T,5-entities

must have the sarie knowledrqe about thle number of danta-units

within a session-connect ion. Tf a cata-uri~t enters or leaves

a connection, thie rf-iotpe entity hias to Inn infored.

A L,7-ontitv nets no notiFication ir it'; neer 1.7-entity has

rec(-iv~r1 a rlata-rni t (se Jn. 9. 4).-lint r7-ontities nav

inform hes1.l oF the numbiler (-f dlata-t~nit: 1-- ;hich !have

been sent huit tnot vet receivre(.,

cn i.

aic. *7 1, 1'5d1 =11i, te- =1



9.3 mh 0 "Ilait :or an Tv(,nt" - qervice

If a L7-entitv wants to receive a mossame from its neer 1.7-

entity, h~ow does it kov when a messaee has arrived? It may

loon on the "receive a ,essane"-service-nriritive (A'.TIT)

but this is no iood nronramminn nethod. The "wait for an

event"-service releases L7-entities from such busy waits. It

allows 7-entities to wait

- until a certain connection is established or released,

- until flow control constraints allow to transmit

another Oata-unit,

- until a messaoe on a certain connection or on any of

the L7-entitv's connections has arrived,

- until a certain File or any fite has arrivel.

This service is real-iec by a narauieter of a service-

-orimitives (the CTRL-narareter). The user thus specifies

the event it wants to wait for or it specifies, that it does

not want to wait.



r,. Conc-Lusic~n

The inter?3rocess co-Vninication svster- C; was descrihedl in

this naner. Reciujrerments o the armlication entities (W, 'icb

are thep %iser-s o7 ( S) , have been l1iscusspol afld dlesicin cri-

terija lhav x'e bn dlerivedl rror thiem.

Withi its conrection service (rather than rIatacyrari service),

its "wait for an event" service, andI its reliah)ie data

transnort withi data bufreprinc- at thie detiaton renre-

senits a tool by which annlication progrartr rs can realize

even cotrnolex communication structures in a clear,

transparent and rel ahle wy

Tjrn to now tlie descril-edI adressinry !,echanism of CS (see ch.

3.2 ) is mainly nracticall'. orientedl andi shiould not be

re'-iarled as a contrilution to ISO's work. V'urther work, bas

to he d!one in this area to clarify. thie reryurienients of the

arnnlications.

Anothier area wi-ich (in MyV OT~inion) nentds a lot of Thrtiler

stud'.' is the nresentation layer. 'lost itipiemeontedI IPC,

systemns (incliitnr- fil.e- transfer syrft is) only use a very.

sii'-ole conver,;ion Yiechanisri. rit,,er they ornly allow

character strinris to hei trainsrnitt-ed or flatl of only one tyre

(c.ei. only interiers or reals, e-tc-. ). tructuretd t-'per are

not considleredl. 'Por our ;purposes the mpans o, 1(,F-cri-)tiori

vc(~cr ; .erprat to tie:;cr j'ze ( imrp le ) ia ta r~c:i-

'-Th1ether it is snitahlo Fnr other annlicatlo;>-,; andr for very

compex sructresrfma ins to 1he seon.

C'7 isrp, ret~ on DPPlI~s ( layerr; 7 to a) n ( T ':' 1 s

(1aye-rs- I to 1) ndelr the,, noeratinci s,,strl -lih . e
-iii1 ro jjsed as Frornt-oend tr rt_, - -?v t-bo n in -r ret-( fran

Tr1 Ti 1 i r~ c-n l r er t r? ia )i r, 'c t e o rv- y -; a r' c r-! int -r-

fa Ce



The autibor %'zoul'I lilee to thbin% tlip -no-lbirs of the P~'I

researchi rroun healei by Prn)f. F'.J. !eWiold for all.

quryqenstions anI correction hint-s. STeiai thanif.s to 'Is.

(Iiintli,'r For tyninri this naper.
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Abstract:

The Transoort Layer of an Interprocess Communication System

which is used in the D)MIS POREL is introduced. It comprises a

new end-to-end error control rrotocol which needs a minimal

number o" messaqes in the errorfree case and avoids unnecessary

retransmissions in the case of errors. This is achieved hy

usinT timers, seauence numbers, nositive acknow,]edaement and

a special resynchronization phase.

This nrotocol is comnared with other end-to-end mechanisms:

ARPA's host-to-host orotocol, noD Standard Transmission Control

Protocol, and PIX Status Pxchanne Protocol. The use of the

error control protocol is described for the tasks or the

Transnnrt Taver: connection establishment and release and

data exchanae.

This work has nartia]by heen sunported by r9O Grant N 0o

nAr"f-71-C-AnOq.



I . Tntrodnuction

The Transnort qervirp lescribed in this naner is part of an

Tntprrrocess Communication (TPC) Svsteq, which is used in the

distributed data base rmanacqerent cystem ( )DPt!hS) PnPflL for "ata1

excliancqe between cornOutpr systemls. (TIPMfl is an exnerimental,

TTPnp!S imnlemented at the Tniversitv of Stutty'art). The TPC

system was de(sicinoed to meet not on', the requirements oF a

flPMS but also for other in-,Ii cat ions which are based on comn-

municajtin" procesns. rDesio7n criteria for POPPFL /see e.oi. P\7%1

PO07P/, 'however, essentially influenced the dlesioin of' the TPC

system /Poe~l/.

As PORrI, is implermented on different computers wihichi are con-

nected by means of a network , we 'have to dleal. with heterove-

neitv. The interconnect ino dat-i network may h-e local or nublir.,

hut we assume that it is bhased on nacket-switchinci technolocly

and that every comouter is connected" to it by ccifr's standardl

interface Y.2S, '*ihch is most Frequently used in a heterone-

neoiis environment. The rorowthi of public packet-switcbina-. net-

work-s in the last 9 years justifies thlis assumntion. 'There are

X.?9 nptwnrks in --rance (Transnac), PI. V. (P)5"S), I-nnin (TF'rnr).,
Jarnan (nnX), TIS ('Pelnet rnet) -Iad IDtnc n' 7?(

(T)A"rX-P). 'There- are international net,.work<s as e.rl. '2u1ronet -an

thiere are connections 1-etwe Pn network~s (cyatr.Ja\'s) : ransnac is

connectedl withi Puronet, Tele-ne~t andr --ymnpt, Paitapar Is con-

nectedl with Telonet andI "'vrnt- /Pc)UO"l, r)!)o/.

Tt shoul (9 not be concealed that v.')25 has ibee(-n Ihea-vily criti-

cizefd. As tie dencrrintionsn of the earlv ver-3.is or v.25vYro

partly inaccurate, ar-hirtuouis anc! inconieto, alr-ost r-"Yerv not-

wor1 ' rlj Fers from the others. -There! are serious iil~feonfcos

which. even inrluncen.( the lavers upin ". 25, i ' he t-a'ze advan-

taIne 0!- rpatiirpn not nrnvi!,f de vrywhilere, n e,.a

a 1 1 v. f Thuctin in the, JTnanesn ntotwr: ve endI -d

sie-n ii c.)n(-(, norrial 1v they # vOn not I~vn

. oe not'ynrlks, nrnvirle rinlr IM 1. tcl-.-t-l ve1o'lrir

so~e ntqr~' a 11 w Vli -. i oa 1fi 1 s in "M r. 'T''1



N comol.ete list of Y.?5 network dIi4Ferences is found in /pPeO/.

Since lq7r, when the first version of X.5 was arprovedl, it has

been Further developed. The networks mentioned above are baset!

on the versions X.?S (117) and on Y.25 (1977). The latest ver-

sion o4 recommendation Y.1c; has been annroved in lqRO. Most of

the networks will suport tii version by the end of lORl.

In spite of all controversies abotit X.29, its wide-spread use

makes it convenient to take it as a basis for interconnecting

computers. The differences between X.25 networks, however,

makes it necessary to anree unon a common set of functions,

which should he provided by every "etwork Layer, if X.25 should

serve as a basis for the implementation of an TPC service. ISO

/ISO7/ or PIX /PIX7q/ propose that "the Network Layer should

provide for the exchanqe of (network-service-)data-units bet-

ween transport-entities identified by network-addresses over

network-connections". (The technical terms in this sentence are

later explained). The Transport Tayer introduced in this paper

follows this recommendation. It is assumed that the network

service has the followinq characteristics:

- Connection can be established and released between end-

systems (hosts, or more exactly: transport-entities).

- The connection release obase may nurne data beinq in

transit.

- Data-units are transparently transferred and their

sequtence is maintained. Put there may be losses and

duplicates.

- Errors may or may not be notified to the Transport T-yer.

- Flow control. constraints may cause the Network Laver to

t emporarily reject data-units from the rassport Layer.

After havinn briefly Iescrihed whnt is exnecte, from the layer

helew the Transport layer, we now look at the recrlirements o

the layers above. !Icnuillan states in /?'cnPO/ that in mo-st net-

work nroiectc; the commtunication's subnetwork has been desioned.

First and that this inside-out appriAc-h, st-irtinr roin the

lowest level Functions anrl workint7 towar:ls the tisor, has not

wor1<edv wel 1. The T," svstem lnscrihel here ws desirned



ton-down, beqinnino with the user's reauirements and only

realizino those functions in e:verv layer which are needed by

the laver above. Por the Transport Layer, the layer above is

the Session Layer which is described in /RoeRO, Bloel/.

In /!oePI/ the need of session connections is discussed. t.Te

statet that Feor keepinq messapes in senuence, facilitatinq

recovery procedures and riettinq transoarent communication

structures, in the Anplication Layer a connection service

rather than a dataqram service is better suited. Therefore the

Transport laver has to provide connections between session-

entities. Tt Further should provide for a reliable data

exchanoe service which nuarantees that data-units maintain

their sequences and that no duplicated nor damacied data-units

are delivered. This service should recover from lost data-units

and inform the Session Tayer if there are unrecoverable errors,

e.ei. breakdown of a remote site or of all connections to any

site.

What is new?

The error control protocol of the Transport layer was desiqnel

under the assumption that there are only few errors wbich can-

not be recovered by X.25 and that the exchanne of data-units by

means of a network is considerably slower than within a

comouter. ThreFore only a minimal number oF control messanes

(i.e. messaces which do not carry user :!ata) should be

excianoed in the errorfree (= normal) case. Some implemen-

tations use a 3-way handshahe nrocedure (a messaqe is

acknowledred and this acknowled1nement Is ackniwledoed as well

to inlicate that the sender has really sent a nessat!e). In

snite of beinti reliable, it is not .,orV well suited because it

needs ? control-mesnaries For every zlata-unit. TIe l low tle

idea of flletchpr inia Tntson /r.-7P, P7n/ to use tioers rather

than control mossanes, because tinmr:i ire .i lcal means and do

not bother the notwnrl:. Tn the, errorFrof. caso our nrorcedure

neets timors nrid one ,iei<nowl rle i nr- .essanp.



Tn case of errors most im lementatinns simnlv retransmit

unacknowledaed or timed out mesna(los without considerinq that

perhans only the acknowledoement (ACK) has been lost. nefore

retransmittinn a messane (nossibly a lonq one) our error

control nrotocol assures that it was reaI',I Iost, othorwise the

very short ACK-messane is retransmittedI.

The error control nrotocol recovers from network nenerated

resets, data losses, duplicates, misdeliveries ani9 out of

sequence data.

Orcanization of the paper

To make the reader familiar with problems concernina the

Transoort Laver, chanter 2 analyses some error control and 'low

control problems. Chapter 3 briefly Oescribes some (in my

opinion) important end-to-end protocols and discusses their

advantaoes and disadvantares. Chanter 4 and 1 deal with our

realization or the Transport Layer. The error control protocol,

the connection establishment and release orotocol and the data

exchanre protocol are introducedI.



2. Trnnr Protocol Cbaraci-eristics

A transoort nrotocol is 'ainlv lenendent on the services it has

to provide: somncto tructlires are nee~lec'? Pairwise,

multidestinati-on, or broadcast conmunicAtion,- dataciram-

or connection-orienteO?

- Ylow can entities be addressedI?

- WNhich error control anI flow control mechanisris are

needed?

S Fball multAnlexing, seriientinq and blocina bep sunortedl?

-Are several indenendent data streamns andI nriority data-

units neefle-?

Tt is Further Oepend;ent on the underlyinci Tetwork laver andI

tech-noloc y. TInder the assumption that w,%e need pairwi sr coil-

rnunication with connections based on an X.5lieetwor% ae

as stated in the introduction, wh at are the conseq~uences for

the other transnort-rotocol characteristics eientione-I above?

The aoal is to desicnn simple protocols where ideally user-data

is eycliAnred with littlep control information and no additional

control messaoes, as every control information beinq exchianoied

betwoen ontities hot'hers tlio rplatively slow network, andI thiere-

fore decreases, the capacity of the connection.

1 efnre analvsinm thle trariqnort-orotocol, some terms have to be

defined. A~ service of a layror can he accessPO by an abstract

servicn-nri-itive- (abstractinrl Fro-~ a rartirnlarly implermented

intprcace). Accoirdini to 7och~r'ann /-.N77P/ a service-primitive-

has .1 evrnts asqnciatel %:iti> it (sot, Fin. ?.I.). MIbe service.

rrlnistiinm onti ty (sernsinn-ent it'v Tr)I in fin. ?.1 ) issties -I

re1P$-"by, callfi n +'!" ,n-I rits a "crnfir-nnition m . !\t. thle

rp-ntp site, t)-e srinsnort-pntitv (rAd?) issues t"P witl thle

P-ref "i n'li cat. in" an.' cief' a "r-'snonsr! '-%rnt. ''ithin a

serie-riritvetheorp mayv '- 'frrvir-d,ata. A service-data-

-iri is a rortion n' dlata I-ninfl c'ncdbt.,ol.')lel

1,- t rvivr'r'r-o I.



(data-nnits which flow between trzmnspnrt-entities), resnonse

and conif irmat ion, howpver , Tiay o~nly have local meaninni. An

example where all 4 evonts are related is the connection

establishment m~echanismi userl in rost imnolerentat ions: up~on

aren-uest" a protocol-data-unit (rdu) is sent and causes an

"indlication" ev;ent at the remiote site. The response: accept or

reject is transmitted hacl, to the reciuestinqy site within a ndu

as well, catisinqi tlhe "confirmnation" event. rrwo pdus are neededd

if all 4 events are mutually related.

The relation hetween service-orimitive anti protocol-data-unit

is illustrated in fin. 2.?.

Schindler /SchPn/ has (re-)introduced t'he notion of service-

primitve in a slirihtly d~iFferent w~ay. 4e only., uses "reqiuest"

and "indication" events. In 'his anoproach thie events "response"

and "conFirmation" are the events "request" and9 "indlication"

of another serviop-primitive.

2.1 Flow Control and Multinlexiny

refer to fin,. 2.3 for an exariple:. Furnose thant there are 2 coy'-

Ynut.+-r systp'"s and the session-entity T;9 1 is connecte l witli

L';3 anI 1,52 with, T3.Tach connection may have its own network-

connection or, as illuistrated1 in fin . 2.3, Iboth may hne

multinlpxprd into I network-connection.

Multinplxinc -'av be neP; 'if' only a small number of network'-

connections are available, nossibl', only I. to eac'h site- (as in

our imnolepentat~.n). Tt -1y1 'he convnniont i F the un'lerlyi nn

networ'k is rnuhlic, i.ei. sit'nlio-! 1-y the PTT!, and if its tariff

striirtiirp irnril ie t~hat i-t is T,'o.re cost-c f~ective to m'aintainI

n etwork-cnnn'-ctioni For several transrnort-cennert tons.

"111tinl oyin- inrcreasps tho nrrotocol. ovsrheadq. Vor if a soss jorl-

ontjV vmns t- tranqrnit a~ (Tta-tinit over ,i tratnsnort-connoction

to) if- rner so!;qinn-entitv, tbe loc-,ltrnor-rti "et-

-i"nf--e re.ct-i y Yeo-',.orl- connect -inn ain'l Fe.a rls t1'e Ma-

unit. ~ -1-n rertno trmrr'ort-ent t-", roe-uiv'7'" it -)n thait
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network-connect ion, but now hiar, to 'letormine the resp.

transnort-connect ion and1 thuns t correct session-entit-y.

Therefore every flata-unit lias to !bF acrom'1fanipl ed hv a transnort-

connptiof-jlen~fti.cier. In the case of 1:1 ",anninq or transport-

connect ions into networ-connct ions, the netwjork--connevt,ion

d1ptermines the trans port-connect ion ar t~lus the reso. sessini--

entity. I further informiation "has to flow e.t'ce transport-

entities in thiR case.

tWe now will see 'how multiplexincy inflnences flow-control- (Fe)

mec'h an isms . 'Cis reoutire-I to nrotect a messane consurlinq

entity from overflow if it is slwrthan the riessane onroducins

entitiy. There may he PC between adljacent l-avers (interlayer

PC) or betweeon co-orneratinq entities within one layer

(intrala-yer rr). The fornier dIoes not influence the transnort-

protocol because it is only a local means or the intercface.. The

latter needs control inrormation to he exchanoed across-- thl(

network- (to indicate thiat the receiver is abl~e to accent

another miessane or to stop th-e sender) and thierefore increases

the protocol overhead.

As X.25 provideps Pr, is it necessary to furthier h-ave PC mprcha-

nisms in the layers above? 'Nssume that there is no rultinlexinn

within t'he '"ransport Taypr. IF tihen e~.the L4-)-entity of Fin.

2.3 stons receivinn clata-units from the T A/T,.1 intnrf--ace ([A

stands for Transnort Tayer, T3 for tFetwork< Taver) ant! ir t-Iere

is an MA/,I interlaver PC riechans-1, TL3-'s buffers net full.

This condlition -a'j be nronnated to the other end; of the

networke-connection (Incatise or the prr' of Y.2)and causes the

L31enttvto stop recpivina data-units r-ror thep T 1 -entity.

The sanep ar~rumpnt-ition holr~s For theo hinher la'iers so thiat

F i rvi1llv the enti.tv of the i lost 1 aver (an annl iration-entity)

i-, stonped t.o. st-ni Further lata-unitss. T-hnrP~nr' Loll~ X.?r P5fC

mercoanis-i toetlher wihintorln',e-r r mrhanisms are suifcirint

to avoid, overr"1owiin a r-co i virw 'n it'

Tn t-),( case or -'i i i ni yinny iotll -'nnr-onet n- e~ I

-i - r: -on o r ' n i ,11nin inr "i,7 .'I . T r7. ro re' ct- ion ()



furtlier t-ntscausns "'~at r.4, s buO-fers -iet Ful I nfl( thiose

oil T,3- as 7\ll TI 1.?Storos accf-tinci FuirtIer 'lata-ui its ~ro

the network-, the connection T-51 /13c3 is 1lo'3 as iell, evenr je

both entities wjork,- corroctly. -bere-fore an infiondlent PC

within the "'ransport or Session laver is reasonale in this

case.

2.2 'Frror Control

As mentioned in the introduiction Y.?'l nurantecs transmission

with a rate of undletectedl errors close to 0. It ecuara-ntpes the(

inteoiritv of networ'k-p-ms (nrotocol --dta -units) and eresprves

their sequience. Norrnal1.v this is sulficient f~or the -ransnort

L.ayer. Pu~t j_1 most -nleenations only somTe parts n4: the X.?9

protocol have: end-to-endI sirinificance (i.e.occur at both. endIs

ol the connection), other parts as e.rT. resets or iFlow control

only%. concern the local inter~race and esnec. X.29 dioes not

guarantee the~i delivery of network<-service-data-uinits precedinn

a termination- or reset-request. Therefore dlata-units cray be

lost and have to he retransm~itted. 'etrnnsrmission tociet'her withn

resets may lead to dlurlicatces andI out of senuence d ata-units.

This can cause cooneratini transport-entities to dlisaoree upon

tile state of their connection and Tnav~ therefore leaz' to

dea(Ilock situations witlhin their Transnort layer.

Therefore t'he mransport Layer error control riechanism must have

end-to-end sinniF icance, it has to resynchronize transport-

entities and it 'has to recover From lost, dunITlicatedl, mnis-

dlelivered or clanac-Toe dati-units. Iethlocs for thiese re-iuiromrentq

are: semuencin-, ack1ynwl(,edoemnt/retransriiss ion, tir-er and

Tn tHec roll owin-o some rrohIe-'s wit!h thep dnt'l-oxcilanoe at tIhe

rA,/ I,? interf-ace shial 1furthier N, invostincat(-1 andl it. shll he
e-erH ne i- h rl ofn 1-h ero hontrol neha ri -, s a r suIIi t~h -IIo

ancl n-cessar., in the T-a t-r-no t is assured tha71t

trans nort-e nt i . i-e iv ;o seciunc- nm!-,hs-r s ard !Otil\l 'cepus to

f- ttcr t 1-st f er n 1 i7ca t I'd one 0 r! f7*~.
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a) T"here is no 1 raor(-ntion Within the tetwor% Iav'er.

That is, every' transiport-pdu iq mnannetl into I network-pdu.

(It is always mapned into I networ%-service-data-u nit) . N~s

the T-etwork TAver ctuarantens the inteqritv of a networl-rdu

only complete transoort-OdUS miay he duplicatedl or lost. quch

errors occur tocietlier witli T,3-PFrrFT onerations.

al) If a 13-PPST operation occurs and is noticied. to at

least one nd~ of the networlk connection (bny a 'RF.SFT-

INflICATP)NT service-primitive event), the TA-entity only

has to initiate a end-to-end sianificant action to

inform its neer IA-entity of the reset condition. Thiis

action may be e.nT. sendini a MA-RFSrT-pdu or clearina

the network connection. T"o timers within the mransnort

Layer are needed in this case.

a2) If a L3-nFSrm is not necessarily noticed hy the L4-

entities, losses of netwvork-servic(A-!1Ita-units can only

be recovered by timers of the transport-protocol.

b) There is 4ranmentaition within the 'Jetwor% Tkiyer.

Fracomentation is necessary if the size of a se-rvice -tlata-

unit exceeds thep maxiruri size o17 a protocol-la ta-u nit. T"his

is the case between Transport and3 'Ietworv Tayer. T"ransnort-

pdus may be of arbitrarily lencitl, whereas-1 networlk-naus

mostlyv Tave a limited size w-rhich is oriented at t'he rintiial

p',-u size of the ne~twor'k. A pd~u size is optiral wben thef

qreateqt effective channel canicitv is obtained. Too qw-91l

rv1 ns ,1use too rruchi o-verheAd, too lonn odiis havo to b-e

rcetransmi ttred too oFten (a cortain hit error r,-ito 1qsij'r(-1.

'The real c~nacity i~s depcreased b-y contol. information

(nrotocol he-ade(rs, ACIrureus, etc.) indl b% retransoisinn-,'.

In the ca:se o~r X.19 i transpnrt-r-lu (= 1. network--servicf-

datai-unit) malf hel ranno,' into a serillence nF ra~cr~

.1-jph all1 Pecent tllh last hanve th-e more-daita-bit sot.



111) A 1.-" o'rneration is noti-Pierl to at 1past I TA-

-ent ity. r'in. 1.9 s'hows thlat if onl~v TAI nets a P"r-NT
CATI(117, 'how can TA?. k nw that TPD(T(O)* is corruptedn?

E~ither a checkrsum is neededl which protects thle whole

transport-pdu and is q~enerateM and checl-ed hy LA-

entities, or a 3-way-handshake mechanism is nepOded. In

such a mechanismi a TA-entity sends a pdti and when

crettinq an acknowledoemient, acknowledqes this one (fin.

2.6:' and 2.7).

b2) If there is no notification of P!7SETs to t'he Transport

Layer, only a checksum method is ahie to recover from

losses of parts of a transport-pdu.

Case h) can h-e avoided if the L4-protocol does the franimen-

tation so that networ'k-service-data-units cin 1he transm'itted

within 1 networlk-pdlu.



3. Pealizations of 7nd-to-Pnd Frror Control

In this chanter some end-to-end error control mechanisms are

analysed. It is shown which nroblems they cover anO which they

lo not.

3.1 APPA Metwork Source-to-Destination Transmission Procedure

The ARPA network is one of the first highly developed nacket

switching networks with sonhisticated error control., flow

control and routino alaorithms.

In the APPA network /McO77/ hosts are connected via IMPs

(interface messaqe nrocessors) which are the nodes of the net-

work. ,lessaces (less than about 8.000 bits long) are

transmitted between hosts, oackets (maximally about 1.000 bits

long) between IMPs. The source IMP breaks a message into

several packets and sends them to the desination IMP which

reassembles the packets into the messac e and delivers it to the

destination host (see fie. 3.1). Praomentation is used to

decrease the delay of messages flowing throuqh the network.

Packets of a messane are indenendently forwarded over arbitrary

routes oF the network. (ontimal Fiow, maximum delay, etc. are

disctissed in /M~cO77/ or

souirce 0est

host T11F) I!P host

: rnck2

C

rnr(I........ 7P q.m

tocki ....... -nc'et with, son uonco nn. [

.7r! . . .r,r3- 'rnr next. -isare

rim. .1 lpfsa.r, 'r7nsnission in the. RPA ?'etwork



Severa] messaqes may be in transit between any 2 hosts. Pecause

of the routinn alooritim Iackets may arrive out of ordler. The

transmission nrocedure nrovides the followina:

problem solution

- reorder messanes before - messaqe numberinq

delivery

- detect damaned or incom- - checksum over the messaae

plete messaqes

- break (lona) messaqes into - source IP breaks a messaae

smaller parts before into packets, destination IMP

transmission reassembles it

- reorder nackets at the - packet numberint

destination IP

- detect lost or duplicated - packet numberina and timeout

nack ets

- end-to-end flow control - send RF,'TM hack to source

- end-to-end error control - send RFIMM back to source and

timeout

The end-to-end acknowledeement RFTMM (ready for next messane)

first indicates to the source IMP that the destination IMP

correctly has received a messaqe (end-to-end error control) and

second indicates that reassembly storane is allocated to

receive a new r-essape (end-to-enrl flow control). If a RFI has

not been received For too lono a neriod, the source 1AP times

out a messaoe number an:1 sends a control messane to the desti-

nation IMP, which has to state in a RP'11 whether the messane in

question has arrived or not.

The AIPA source-to-cestination transmission procedure does not

orotect the wa" of a messane 4rotn host to host but From source

TIP to lestination TPT. Therefore there ma,, be error sitlations

which causes some nroblems to the hieher layer protncols. r.ry.

what 1ianpens jF a miqaddresse or riisroute-, nessarle is received

by, an T.P and is ,leliver& to its host? Is it cluaranteerl that

a ll-rr in T"r" aradw ti ril ira ted me--,sanp is not (onco

~ *1 e~ivo~rl tlt 1 e hnst? '!-',tinlcao , " 'iciis



receivedI bV an TI wi tlioilt hoinrn exnoctedl? 'Thrme of t1J-ose

oroblems whinh norriallv ocrtir very infreciuent are solved in

other transnort nrotnoc-ls.

3.2 Pon StandardI Transmission Control P~rotocol

T'he nrivate pac'ket switchinn network ARPAtlET of the 17.4..

rPepartment of nefense (T)o'-) '*as Further been dieveloned sinc4-

its heqinninl in 116(R. Tts packet switchinq tec'hnoloqy for

leased lines hias heen appli-i to satel lite communication,

mobhile radio anO coaxial cable. 'no interconnect networks Ihasedl

on these technoloriies, the Pon has stinn rlized an Tnternet

Protocol and a Transmiassion Control Protocol (TCP) -for all

packePt communication systems /CeP3O, PoRt)!.

The m"CP oroviaes a rplia'hi nn:"-to-end communication service.

It transmits seqments (= some number of octetts) on established

connections. Tt uses oenuencp numbers, -ositive acknowledclee-

ment, timeouts and checksuris of seoments to detect and recover

fro~n lost, aunlicatpl, out oF sequence and damacied seriments.

qrea cae-ws taken that the error control mechianisli is !Ai'lv

reliable even jF crashes cause that secr'ets or the Yiemorv of

seq2uence numliers in use were lost or cauge that duplicated or

delaved senrients arrive.

P'or connect ion es tabl i sli-ent ((oM-) a 3-way-handIshaTke procedfure

is usedl to assure th-at no ol ri diela~red renuest causes the

estpthiqlshmnt of a conript-tion. It workes as folloas: a

transnort-entitv (TT) nets an rpPT, .ic1knOwle(Ices it, unon which

thep sendier -r )-%,s to corti r- that it real lv s(ent an n~l~

S*s f-1,r mai" b-e rar~id ~ eunethe initial

seilon7 riilir 'or theo cirst -sowrimnt oF a connoction is

choson I-,\ the)( 5%or 1 r -" so tih~-ter-,(-ei vrr can. identAiF'v

dcla"'d ,'eyrcnts rnrn nrF-viniis 1ncarnatinns (-!- tlie connect.-ion.

~\ eneator ~se 'rr ii. 'c rif-r-ratos tinirntif TiIrIIbFr!



(within a neriod o anproximatelv 5 hours). It is assumed that

senments will. stay in the network no more than 1 or 2 minutes

(the maximum senment lifetime (II,9L) is choosen to be 2

minutes). -herefore iF sequence number memory was lost, the

sender only keens quiet for a M lL before continuina to assiqn

sevuence numbers to senments and thus no old segment will be in

the network having a sequence number equal to a newly created

one.

As mentioned in the introduction, 3-way-handshake is reliable

but causes some overhead which, however, may be justified for

the requirements of ARPANET's applications (mainly military

anplications). Seament exchange, however, is not based on 3-

way-handshake and therefore some problems still remain. P.i. it

may be possible that a "r receives a segment, delivers it to

the layer above and sends back an ACK. if the ACT( is lost the

sender T retransmits the segment (hecause it has been timed

out) but if moreover the seruence number memory of the receiver

gets lost, how can it detect that the incoming senment is a

duplicate? Possibly the secrment is r elivered twice.

3.3 PIX Status Exchanae Protocol

The Status Fxchanne (SX) sublayer is nart of PTX's Transoort

Laver and has mainly been developecl by 3.V. Rochmann /P 7n,

PIX'7/. The qPX-nrotocol quarantees reliable end-to-end data

exchance even with network aenerateO resets and purges oF data-

units.

Contrarv to most implementations each FrY-Oata-unit carries

onlyr one sentience numner (smO). An ackno%,Yle nemcent number is

not uised. T'or 2 cooneratino r'X-entities it is asstrieot that

both know the current 11MO anO can dj stinnuish between "old"

"current" and "new" numbers (realize(l e.n. by mo(ltlo 3

arithmetic). T'he S1,X-s il]v-r r rovides only I service-nrinitive

to its lavnr above:

nar- ,rno-er s: sttji-data



It uses 2 nrotocol-data-units:

T)O(M,s) ..... for status requests, N: senuence no.,

s: status-data

nONF(,s) ... for status resnonse, N: seauence no.,

s: status-data

The SEX-protocol detects and recovers from duplicated, lost and

out of order data-units bv usina sequence-numbers, timers,

positive ACK and retransmissions.

The mechanism is defined by table 3.1 which shows the tran-

sitions of a SEX-entity. In the error'ree case it works as

enabling conditions actions

active on local interface events new active
place variables lower upper place

(if changed)

1 1 Sreq() OVs:=Vs; do(N,Vs) 2Vs:= S;
ON:= N;

N:=next(N);

2 1 f do(n,s) and S.n S)
n="new"

3 1 t do(n,s) and 4done(N,Vs)
n="current"

4 1 tdone(ns) (iorel

5 2 time-out Ido(N,Vs)
and/or reset

6 2 tdone(ns)and Sconf(S) 1
n="current"

7 2 tdone(n,s)and { ignore]
n="old"

8 2 f do(n,s)and 4 done(N,Vs) Sconf(s)
n="current"

9 2 tdo(n,s)and I done(ON,OVs
n="old"

10 2 t do(n,s)and ( ignoreJ
n="new"

Sresp(S) OVs:=Vs; done(N,Vs) 1Vs:= S;
ON::N
N:=next(N)

Vs: "citrrvnt" valir of' thet ntatti.i cata
O 01, " 1r" V, " of ,.hn s~t, ,data

M: "tirr nt." q'oencr' nt~irt
OM : "ol nr' talnco mn,,rhmb r
next((!) = ( i ,o 3



follows (see fin. 3.?):

- A Sex-entity oets a +S-reauest from above. It sends a

PO-pdu with a "new" senuence number.

- The peer entity receives the PO, sends an tS-indication

to the entity above it and waits for +S-response.

- Upon reception of +R-response, it sends D017E.

- The peer entity receives DOMTE and finishes the service-

renuest with tS-confirmation.

Some error situations shall he disrussed. If a PO- or DOTE-ndu

is lost, the PO is timed out and retransmitted. An examnle with

many retransmissions is shown in fin. 3.3. Three pdus have to

be retransmitted in this case. As it is assumed that DONE not

only acknowlednes a nO-ndu but also carries status-data, it

cannot be ommited and be renlaced bv a subsenuent PO-nlu.

3.4 Rumnarv of chanter 3

3-way-handshake is the most reliable procedutre if data-units

may be lost but it produces most overhead too because every

data-unit needs 2 control-essanes for acknowledaement. In most

Protocols unacknowledqed data-units are blindly retransmitted

even if on]y the ACK was lost.



no rFTT

4ts .. SX-service-primitive

iN .. state of a 5;FX-entity: i=1 ... ready st~ite
i=? ... call requ~est state i

i=3 ... called request stateM... value of the sequence numher00( N) ... O-Pdu with sequence no. N

Fig. 3.2: Srtatuecaign in the o;rrore as



4. The Transport Protocols

4.1 The Error Control Protocol

The main desinn criteria for error control in the Transport

Layer are

- reduce transmission overhead for the normal (errorfree)

case, i.e. no extra acknowledgement pdus

- use of a window technique (several consecutive pdus are

acknowledoed together)

- use of timers instead of handshake procedures, to save

additional ack-pdus.

In our implementation all transport-pdus are sequenced and have

to be acknowledged by sending back the next expected sequence

number. This number indicates that all pdus with a sequence

number less than the retransmitted one have correctly been

received. Transport-entities check each pdu's sequence number

against the expected one. By inequality the pdu is ignored.

A timer tl watches that an acknowledgement arrives in time. If

a timeout of tl occurs, the resynchronisation phase is started

which determines which pdus have to be retransmitted. The

resynchronisation phase is also initiated by a RFSET of a net-

work entity.

This mechanism is illustrated by a Petri-Net (see fig. 4.1). It

is based on a state vector of the connection and needs two

timers tl and t2. The state vector of both ends of the connec-

tion is composed of

- the sequence number of the next pdu to be sent,

- the sequence number of the next expected pdu,

- a substate indicating whether a onu has to be sent (tbs)

or to be acknowledged (tha)

- the resnonsible timer (t or t!)

- a substate which cotints consecutiive errors

(errl, err2, ... ).
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r.y k+,i tha I, Prr I) mea ns thiat. the next 3t-nd numbe r i q

k+l, i stle nulNher of~ the nPxt expectedI 0011, thP r)(11 1k hIM to

he ac'knowledried, the res-onsible- timer is Ul and I error bas

o('cured.

P~i. 4.1. shall furthier be explainedt. Rlecinninry withi a state

where both ends of the connection 'have consistent secuenco numn-

hers (~,ia rervuest arrives at entity I from the layer above

(T,5-PO)). The nd)ru Pki) is sent andl has to he ack-nowledc'ed b-y

an AC-ndu. Timer ti is, startedl. If the-re are transmission

errors (RO-nrdu or I\C-ndlu is lost), t]. runs flown and the

resx'nchronisation nhiape is started. An urrnumhered ThSYM-pdlu

tociether withi the next expected nurber is sent and 'has to he

ac'knowl-Ancied 1w a. TRSY"k'-pclu. Arcain ti watches that the

acknowledinq PSYNT-nclu arrives in time. If not, I consecutive

errors hiave occured and' in tbis imniemnentation th-e connection

is sunnosed to be tncorrectahly dowin. The T.5-entity is

notified. Otherwise the1 incomino PSYN-ndu indlicates which

sequence number is expected hy the remote end, in'nlyino vihich

pinsl have to he rep)eated.

TF =in AC-pdu is sent by entity 2, the timer t2 is startedl. If

it Apoes not arrive at entity 1, a ti-timeouit Occurs andI a PSY' T-

pdOU is sent by entit" 1. rOthrerwise the timeout t2 indqicates,

thlat th e 1,-du must haearrived1 at entity 1. The meaninc of

t? is, that liirina tle time t2, entity 1 -ia'v nrotest aoyainst

the1 losit Of its nduIL or or the ~pu

A.? -'he ronnoe-ctionn Protocol

'tah smn

~transnnrt-connortinn beNtwfen ?s o-n~isi

~ta1 . sedi Fbt on-t io- jesh ivo 1 i m)tch int re(oiiosts,

t . -11- !;npr . ii adres corresnoni1 w;it', (, Ich oter

the r/r; i nt-rnrfce 1the cnnoct ion ;-. referenced~ 1w a

i r ) ch 7 -i(d re q I f r- I r ?, T ' * I ~ I v To ,I d nt i r !7e

tit, o e"rn r nrn(- r-th;ore na"'- en. t. nare), at,



CW)' the connoctinn nua-her. A' 1 clresses -,'Y " e sneci 'je! qeneri-

call', if t)be actual va-liie ir, not k-nown. (For Oetail.s ol: theo

adciressinT mechianism see /Po-PlI/) .

Retweon transnort-entities a connection is rererencedl by -A uni-

nue transnort-connection-nimber (T(Y"O). rPniqueness is ob-tainedl

ilF e.n. the set of "'C'iOs is totally ordlered andl eachl transnort-

entity has its own subsget OF numbers whichi is disjunct with the

set of anot'her L4-entitv.

If a session-entity issues. a reqiuest tc estal-lish a transport-

connection ('PC01'TPO, see fiq. 4.1) and iF t'his request is

(locally) accented by the referenced 14-entity, the L,4-entitv

transmits a TA-protocol--iata-unif (1.4C0!'IR) to the peer

transnort-entitv. IACO?'TRO contains a CNIO which was net

ciirrently usedl. "'or transmission OF the pdu, a network-connec-

tion is userd whichi exists between the ? related LA-entities.

Such a network<-connection possibly h)as first to be established!.

The answer to a T,4Cr)"PO-r)0L is an accent- or reject-ndu

(r,4C01'"C, Tr4r MPj) whichi serves as an acklnow~le'loer-ent. If there-

ae2 accented re-qnests. witli matchinn addcresses, atasot

connection is estabi islhed. Tt is identi~ie'1 by, the mlinimum' oF

the two TCM!Os whicli were usel within the TACOCOo)s 'Th1is

alcorithm needIs no additional e-xchanrie OF p~lus Ibetween T4-

entities to anree uipon a uniqune -CNcr (even if bo-thi T,4CO7Mns

hav;e nverlanned).

If ? ratch-i.nq reronests hiave- usrl rliff-rrnt tietwcrl:-corn-rct ions

tlip TA-ntitips hi.Ave to anireo noon I connection andl ran

posh;re-lea!;e then otl-e-r ne. Tlie sane alcritim has to l-e

i'm eiene'in thep 14-onti ties so thiat thie" %now w ni' o

(e~. ~eleston(-, if MI TAj-ntjYie-s are totMly lv r~ler-,d

~s ~ re i~vei ro'inoction an-i whiich connection slall inrthe(-r



For transport-connectinn rel'Q-as o th- session-entitio, havei to

issue clear-rentiests (Ifim. 4.3). 1'1h- o'ktr rA4-ontit\' is inFor:-'eI

of a cI ar-renupst I-s a TICT~P-nCU. Fnchi IAfPnP-r.du 11as to h-e

a ca obknowledcnef h'v a T.A71 *-rdU or n(1 VLIakd ihnmohrn

T'he release is Pracefil, i.e. no data-uinits are nurcied as lonn

as only ore side has closedI tbe connection. 'ITher-fore a

session-entity ria' cont-inue to receive nodus if it is in thle

rdlrq (remote disconnect renuEst) or rdac (remote d~isconnect

accent) state (cf. firt. 4.3) until it iqsues a cleAr-rec~uest as

well. ""his release mechanism is oriented at the, user's

reouirements: i' one side bas term] nateI data Pxclianoe andI Hoes

not exnpct curtlier data-uinits, it mnay close the connection

nossihly bef~orf the other side 'has receivedl all dIata-ulnil. T-.

mechianisms where dIata-units are nuirl il one side cl oses the

connection, the user entities have to exchiancle messanes nrior

to closinn of a connection to he shure? thiat tIc lot'h side(s hawe

finis'herl data exclianre.

4.3 Trhe nata Fxch-annp Protocol

Pverv re7?CuIeSt to send a transnort-sePrvi-ce-d(at't-tinrit caulses a

TAnMV"A.ndlu to h-e sent over tlte t-ransnort-connnct ion cnntiininnI

the service-I ta -tinit. 'ach T4fATA-ncdu i~s acknow !lee Th the

npe r-trangnort-entitty (rim* .4

T'or Pi le transmissnn, tefilre is -slit- i nt-n q-rpi ratr-

units whiich aro trarsmi tt-,1 'I-. TA7 'A' -n-Iis. 'The( noor TI -c'nti - '

'r-1r -) Iknow, w'-ic, noe i- ther 4irst nrlii o- a ri le ro~ an,!

wPichi n- is the Last. -Iii i!-j attai~ned '' a TAP T !IIendi an- at

T TI TF "'I"P-rdu rmotlids1aet ea 1 iox1pnd(sw' s*

T 1J-r's
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5. C fnclisfion

Transport protocils and esnecially their end-to-encd error

control. mec.hanisms have been dliscussed. For an X.25-like 'et-

work layer a new en(d-to-end error control mechanism has been

introduced, which serves as a basis for the transport

protocols: connection establishment and release and data

exchanne.

The main a(lvantarnes of this error control are that messanes are

not blindly retransmitted if only an AK was lost and that a

second1 timer at the receiver's side qives a reliability close

to 3-way-handshake.

This nrotocol can further be ontimized. The notification o!

network-P S.Ts may he used on both sides to recover from

possibly lost pdus and initiate the resynchronisation ohase

without waitina on the expiration of a ti'ier. netter efficiency

may also be obtaineA i' a Possibly lost short data-unit is

immediately retransmitted within a RqY:!-messane.

The entire TPC system, where the Transport Layer is one nart of

it, is implemented in MASCAL and Assembler on PPPll.s an4 LSIlls

under the oreratinc svstem .SXlI M. The LSi11 are used as front-

enO and coinrise the NTetwork, Link, and PhVsical T.Ayer. They

are connectec with the PrP bv direct-memory-access interfaces.
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Tf!' IPC INTrRFACF To rIFH APPLTCATIOtT LAYER

1. Service-Primitive Parameters

CTRL, = nowait: control is returned to the (service-

recyuesting) L7-entity as early as possible

= wait: it is waited until a certain event has

happened

CNO connection number; to identify a process'

connection

RET return code; indicates if a service primitive

was successfully completed or not

STAT state of the connection

PTN process-tyne-name

RPTN process-type-name of the remote process

PIP process-identification consists or 3 fields:

NODE: identifies the computer system

PNAME: process-name nenerated by the operating

system

CNO: connection number

RPIP identification of the remote process (same

structure as PIP)

PRIO priority class of a message

TIMATA user-data

FTD format identifier, was declared in a DECLF-ser-

vice-primitive

C %TOSET set of connection numbers

LFMAI.E local filename

P FAMF remote Filename

S number of messaqes/files sent but not yet received

by the renot, entity

R number of messanes/files sent by the remote

entity biit not yet received



2. Connection Establishment

CSBFCUYIH, 4CTRL, *CNO, -PET, 4-STAT I

Before any connection can he established with a CONNFCT-

primitive, CS once has to he called with a CSRFGI, primi-

tive. After this CS knows the callinq process and has

reserved communication buffers. CSBPGIN and CSFR 'D (cf. chap. 5)

are the first and the last primitive which have to he

called.

CTRL not used

CNO not used

RET I or -4

STAT not used

CONNECT, +CTRL, 4CNO, 4-RET, <-STAT, -PTN, 4--)RPTN,*-WRPID

A connection with the number CNO is to be established to the

process RPID of type RPTT. The connection is existing, if

RPID has issued a corresnonding (matchinq) CONNECT. Values

which have been aenerically snecified are returned by the CS

after connection establishment.

CTPL = nowait: wait until. CS has accepted or rejected

the CONNeCT-request

= wait: wait until the request is rejected or

the connection is existing

(Y-TO

P Fr cf. 1.

STAT

own proceqs-tro-nane

DPTMv  remote process-type-name

(ieneric value: ?P =' meaninn, "a process

o4 any tyne"

RPIP remote nroces -[denti ication

neneric ,'al.tip: O l 0 : any computer systemj

PTAPIF= 0 : any process

C'10 = 0 - any connection of the process



3. Data Fxchanoe

3.1 Format Declaration

SFCLF, - CTRL, +CNO, - RET, 4 TAT, +FID, -*FORMAT

The structure of a data-unit (messaae, file) is made known

to the CS and can further be referenced by its iden-

tification FD. It is described by a character strinq, whose

syntax is FORTRAN-like (e.r.: 'IC5,IOI' means 5 character,

10 intener).

CTRL not used

CNO = 0: qlobal. declaration, valid for all connec-

tions of the process

= 0: the declaration is valid only for the spe-

cified connection

RET cf. 1.

STAT

pIn identifies the declared structure (unique within

the scope of the process or the scope of the

snecified connection). Note: PID=0 and FID=-l

have special meaninns.

FORWIAT consists of 2 fields:

LNG: length of the 4ormat-strinq in bytes

FSTRING: character strinq which describes the

striicture oF a data-unit. It may

contain:

nI for intener

nP r or real

nCi for character (n,i inteaer)



lDECTFC, -CTRL, .0)O, 4-RET, STAT, 'SETOFFIP I

The PFC[RC-primitive is necessary if the structure of the

messages has been defined with a PASCAL-case-record. Every

messaae correspondends to only 1 case of the record

definition. The structure of each case has to be declared

within a DFCLF-primitive. Therefore a FID exists for each

case. All FIDs, i.e. all cases have to be combined with a

DECLF-primitive.

CTRL not used

CNO see T)ECLF-primitive

RET cf. 1.

STAT

S ETOFFITD the FIT)s of all FORMATs which shall be combined,

they have to he nreviously defined with PECLFs

3.2 Messaqe Transfer

I TRANSMIT, *CTRL, 4-CNO, 4-RET, 4-STAT, +PRIO, 4FID, 1T-PATA

The data-unit TMATA of the structure PIT and with priority

PRIO is to be transmitted over the connection CNO.

CTRL = nowait: no waiting if the data-unit cannot 1 e

transmitted by CS (probably because of flow

control constraints)

= wait: wait until the data-unit can be transmitted.
C NO

RET cf. 1.

S TAT

PrTn nriority class of T1DATA

TIDAI\ user-Oata-unit

c' TT) format-ientifier

0: IT) corresponds to a FORAT which was

declare 1 in a PECTP primitive

= 0: no rnPPIAT exists, 'JPATA is transmittteO

without conversion (tranparent :odre)



j AWAIT, 4CTRL, +CNO, -RET, +STAT, .PRIO, '-IDATA

A Oata-unit with priority PRTO is to he received on the con-

nection CNO and is to be copied into the variable IMATA.

CTRL = nowait: no waiting if there is no data-unit

of priority PRIO

= wait: wait uintil there is a data-unit

CNO

RET cf. 1.

STAT

PPIO priority class of UDATA

TJTATA variable in which the received data-unit is to

be copied.

AWAI','L1 +CTRL, + *NO, i-R.T, -STAT, *PRIO, +CNOSET, O-IDATA

A data-unit with priotrity PRIO is to he received on any of

the cornnections specified in CThOSqFT.

CTRL = nowait: no waiting if there is no data-unit

= wait: wait until there is a data-unit on any
of the connections specified in CNOSqFT

CNO numher of the connection where the data-unit was

received (return-parameterl)

CN7Oq7" set of connection numhers

cf. AVAIT service-orimitive

PPIO

TTDATA

*1i



3.3 Filetransfer

I TPANS!1ITF', 4rTYPL, -*CMO, 4-RET, 4-9TAT, +LFNAMP, *PRFMAIF', 4F Ifl

The file LFNA,'E is to be transmitted over the connection

CNO. It qets the name RP!ThA!IF at the destination.

CTRL = nowait: no waitinq if the file cannot be

transmitted by CS

= wait: wait until the file can he transmitted

C NO

RET cf. 1.

STAT

LPNAME local filename

RPNAME remote filename, may be aeneric: '. CS

then aenerates a filename at the remote site.

FIn format identifier

0: a FORIAT has been declared in a TECLF

0: transnarent node

-1: implicit description mode, i.e. the file

consists of recor,ls which First contain

a descrintion field a then the value

AWAIT-, 4CTRL, -C, O, -PPT, t-STAT, 4-- FPA!AE, 4-FOPMIAT

The file FPJA'A is to he received on the connection CNO.

CTR. = nowait: no waitini if there is no file

= wait: wait until there is a file havina the

name P\JAr'!

Pr'T cf. 1.
.qTA'"

P ,1w na-i, o the rif| which is to be receivedI

neneric: "" ,A-r any file is to he

received



FORP'AT description of the contents Fo the transmitted

file as declared in a PFCLF-service-primitive

by the remote process (cf. 3. )

LNG=0 : transparent mode, no FSTRING exists

LNG=-I: implicit description node

4. Information of a Connection

SINFORMl , -CNO, RPT, PTAT, ot> IIPTI, *--;)RP Tn, +S, +PJ

Par.;rmeters of the connection CNO or of the connection to

RPID resp. are returned.

CTRL not used

C?1O connection number

if not specified (CNO = 0), RPIn has to be spe-

cified and CNC is returned

PFT

STAT cf. 1.

R, PTD

S number of messaoes/files which were sent but not

yet received by the remote process

R number of messanes/files which were sent by the

remote orocess but not yet received



5. Connection Release

I DP ,Cor)TwC', -CTR,, CMO, rET , +5T2\T, ,, *- I

A connection is to be released. Locally the state of the

connection cbanqes to "dren" at the remote site to
"rdreq". As soon as the remote process has also issued-
OT)SCONTTFCT, the connection is non-existant.

CTRI, = nowait: no waitin

= wait: wait until the connection is released

CNO

PFT cf. 1.

ST AT

S cf. 4.
R

I CSI O, 4CTPL, C TO, -RTT 4-STAT

To finisb th)e interaction with CS, the user process has to

call the CS1FD-primitive.

CTPI,

CNO not iisqe

P PT

FZT A'r




